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Abstract— The growth of series has largely emerged in recent times over many years. People have started to allocate 

separate time for watching series.  As the popularity of series have been expanded, there are numerous amounts of series 

with different genres    and plots, nearly every week a new series is getting released. But this throw’s a confusion to the 

person to decide which series he should start watching. In addition, the offer is nowadays so big that is difficult for some 

shows to get some exposure due to “blockbusters” or very hype programs getting most of it (Long Tail Phenomenon). 
Though there are many top-rated series’, not everyone has the same taste. That is why some shows are not considered by 

many people even if they might be a good and enjoyable match for them.   So, the idea is to recommend a person according to 

the wish of his/her genre by segregating   a series’ genre through the subtitles. The main idea behind this technique is to use 

Latent Dirichlet Allocation method in Machine Learning. 
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I. INTRODUCTION 

Our aim is to create a website that recommends series to users according to their wish of genre by 

predicting the genre of a series which is done by running the subtitles and determining the percentage of 

genre by each word.  

1.1 Data Acquisition 

Subtitles are acquired from tvsubtitles.net because there are no limited number of downloading in 

that website. The data from tvsubtitles.net does not follow the required hierarchy we have to make a 

script to format it in any desired way. There are 

duplicate subtitles in some TV Shows, they are erased using python scripting. 

1.2 Formatting the Data 

The downloaded file will be of the format *.srt. Subtitle synchronization, subtitle effect tag, special 

characters must be removed from the downloaded file. The format must also be changed from *.srt to *.txt. 

We keep important tokens such as nouns, verbs, adjectives, etc. and removing others such as pronouns, 

determinant, etc. It allows us to remove information less words  for segregating the genre. Now we our 

words, they are counted and written in a file next to their number of occurrences, this will later be used for 

determining the genre.  

1.3 Analysing the Data 

In further process, the refined text data will be executed by Latent Dirichlet Allocation which will return 

the type of genre as output.  

1.4 User Interface 
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Creating a HTML, Java Script embedded website where the user can access these data according to his 

preferences.  

 

II. LITERATURE SURVEY 

2.1 Content-Boosted Collaborative Filtering  

It gives an approach to combine content and collaboration to enhance existing user data and give better 

performance than a pure content based predictor. 

2.2 FAB Technique 

An adaptive recommendation service for collection and selection of web pages. It makes the system more 

personalized and combines the benefits of content analysis with shared user interests. 

2.3 Bayesian Hierarchical Model (BHM) 

Proposes a faster technique to gather a huge number of individual user profiles even if feedbacks available 

are less. It uses various parameters of BHM for optimization of joint data likelihood. 

 

III. PROPOSED SYSTEM 

1. Latent Dirichlet allocation 

The method used in this system is Latent Dirichlet Allocation. It is a generative probabilistic model of a 

corpus. The idea is to represent document with random mixtures over latent topics, where each topic is 

characterized by a distribution over words.  

Latent Dirichlet allocation (LDA) assumes the following generative each document w in a corpus D:  

1. Choose N ∼ Poisson(ξ).  

2. Choose θ ∼ Dir(α).  

3. For each of the N words wn:  

      a) Choose a topic zn ∼ Multinomial(θ).  

      b) Choose a word wn from p(wn|zn,β), a     multinomial probability conditioned on the topic  zn. 

The Dimension of k is assumed known and fixed in the Dirichlet Distribution. The word probabilities are 

represented as k × V matrix β where                βi j = p(w
j
=1|z i=1). N is Independent from other variables 

like θ, z. thus eliminating randomness in the subsequent development. 

 A k-dimensional Dirichlet variable θ can take any value in (k-1) simplex, and has the following 

probability density on simplex.  

 

  

 

parameter α is k-vector where as Γ(x) is the Gamma function. With the parameters α and β the joint 

distribution with topic θ, set of Z topics and set of W words: 

 
In the graphical representation of LDA . the plates are represented as boxes, the outer box represent the 

document, whereas the inner box represents the words and topics in the Document. 
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2. Continuous mixture of unigrams 

The LDA model in the above figure is more elaborate than two-level models. However by marginalizing 

over hidden topics variables z, LDA can be two-level model as: 

 

 

 
 

A model thickness on unigram appropriations (w|θ,β) under LDA for three words and four subjects. The 

triangle installed in the x-y plane is the 2-D simplex addressing all conceivable multinomial conveyances 

more than three words. Every one of the vertices of the triangle relates to a deterministic appropriation that 

allocates likelihood coordinated of the words; the midpoint of an edge gives likelihood 0.5 to two of the 

words; and the centroid of the triangle is the uniform dispersion over each of the three words. The four 

focuses checked with a x are the areas of the multinomial appropriations p(w|z) for every one of the four 

points, and the surface appeared on top of the simplex is an illustration of a thickness over the (V −1)- 

simplex (multinomial appropriations of words) given by LDA. 

 

1. Geometric interpretation. 

A decent method of representing the contrasts among LDA and the other inert subject models is by  
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thinking about the math of the inactive space, and perceiving how a report is addressed in that  math under 

each model.   

The point simplex for three subjects installed in the word for three words. The corners of the word simplex 

compare to the three dispersions where each word (respectively) has likelihood one. The three places of 

the theme simplex compare to three various conveyances over words. The combination of unigrams puts 

each archive at one of the sides of the theme simplex. The pLSI model instigates an experimental 

dissemination on the point simplex meant by x. LDA places a smooth circulation on the theme simplex 

indicated by the form lines. 

 
 

2. Application and Results 

The observational assessment of LDA in a few issue Domains - Document demonstrating, report 

characterization, and shared separating. Taking all things together of the combination models, the normal 

complete log probability of the information has nearby maximize the focuses where all or a portion of the 

blend segments are equivalent to one another. To maintain a strategic distance from these nearby maxima, 

it is imperative to introduce the EM calculation suitably. In our investigations, we instate EM by 

cultivating each contingent multinomial appropriation with five records, reducing their compelling 

complete length to two words, and smoothing across the entire jargon. This is basically an estimate to the 

plan depicted in Heckerman and Meila (2001). 

Let us consider an example paragraph from AP corpus. Each colour represents a different factor from the 

words generated putatively. The text will look like as figure given below: 
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From this stage the percentage of each factor is calculated from the giver the formula  

 

 
 

and is shown as the output for the user to decide whether it is recommended or not according to his 

preferences.  

 

IV. CONCLUSION 

We can conclude that our Series Recommendation System has a unique feature that no other proposed 

system has which is segregating the genre of a series with the help of subtitles to determine the percentage 

of genre present in a series. This system helps the user to find the genre of series he/she wishes to seek. 

This refined result shows accurate genre which is totally obtained from the subtitle of a series not the 

description or storyline, in which some cases the description won’t match with the genre. Our system 

removes this defect. So the desired outcome of our system would be percentage of action, comedy, drama, 

mystery, romance, etc.   

V. RESULT 

We provide a recommendation not according to our wish or the machine’s choice, it is completely up to 

the user because of the user enters the amount of percentage of genre he/she likes to watch which will 

produce multiple results as a list of TV Series’ that satisfies the user’s criteria. For our implementation, we 

have used Latent Dirichlet Allocation method which will segregate the words present in the subtitle and 

allocate the resultant into specific genre which will finally display the percentage of genre present in a TV 

Series. 
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